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ABSTRACT

A one-dimensional mixed layer dynamic lake model is enhanced with snow and ice physics for an exam-
ination of processes governing ice cover and phenology in a small boreal lake. The complete snowpack physics
module of the Canadian Land Surface Scheme along with a new snow-ice parameterization have been added
to the Canadian Small Lake Model, and detailed meteorological and temperature profile data have been
acquired for the forcing and evaluation of two wintertime simulations. During the first winter, simulated ice-
on and ice-off biases were 23 and 25 days, respectively. In the second winter simulation, ice-on bias was
larger, likely due to the absence of a frazil ice scheme in the model, and simulated ice-off was 6 days late,
evidently due to insufficient convectivemixing beneath the ice in theweeks leading up to ice-off. Ice cover was
simulated about 25% too thin between January and March for this year, though late January simulated snow
and snow-ice amounts were close to observed. The impact of snow-ice production on simulated ice cover and
phenology was found to be dramatic for this lake. In the absence of this process, January snow was more than
twice as deep as observed andMarch ice thickness was less than one-third of that observed. Without snow-ice
production, a reasonable simulation of ice cover could only be restored if 62%of snowfall was removed ad hoc
(e.g., through blowing snow redistribution)—an excessive amount for a small, sheltered boreal lake.

1. Introduction

There is by now a general recognition that lakes are
important components of the climate system through the
flux exchange of heat, moisture, radiation, and trace
gases. All of these fluxes are strongly affected by the
presence and nature of snow and ice cover, so it is es-
sential to model snow and ice processes well in lake
models that are coupled with Earth system models in
studies of global and regional climate. It is equally im-
portant to model snow and ice cover well in studies of
aquatic ecosystems. Ice phenology, for example, plays an
important role in the timing and duration of the summer

stratified period and thus the life cycle of cold water
stenotherms. In addition, the length of the ice-free season
determines the cumulative ultraviolet B (UVB) exposure
organisms would face. During winter, light availability
under ice is strongly affected by ice and snow thickness,
which has important implications for nutrient cycling. Ice
cover duration also impacts anaerobic mineralization
processes and thus nutrient availability and trace gas ac-
cumulation. All of these issues are particularly important
at high latitudes (MacKay et al. 2009). It is clear that ice
cover duration, ice-on and ice-off dates, and ice and snow
thickness are important to understand andmodel well for
the climate analyst and limnologist alike.
Most small lake models of the type used in studies of

climate and climate change have schemes to develop ice
cover and at least rudimentary snow processes. In
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regions with significant snowfall, the production of
snow-ice can be an important contribution to total ice
cover (e.g., Kirillin et al. 2012), though this is not always
included in models. Snow-ice forms when the weight of
the overlying snow exceeds the carrying capacity of the
ice, which then cracks to allow lake water to flood the
bottom of the snow layer to form slush. Note that a slush
layer can also form when rain or snowmelt percolates to
the bottom of the snow layer. Under appropriate con-
ditions, the slush layer freezes to form a layer of white
ice that is generally less dense and more opaque than
congelation (or black) ice.
Though by nomeans universal, a number of small lake

models do attempt to incorporate this process. For ex-
ample, Patterson and Hamblin (1988) represented
snow-ice production in the Dynamic Reservoir Simula-
tion Model (DYRESM) by simply converting excess
snow cover (i.e., in excess of the ice carrying capacity)
directly into snow-ice, evidently disregarding the ener-
getics of the process. Studies using the Lake Ice Model
Numerical Operational Simulation (LIMNOS; e.g.,
Vavrus et al. 1996; Elo and Vavrus 2000) also took this
approach. Rogers et al. (1995) improved on this by
computing the heat released during snow-ice production
(which they found to be significant) in their version of
DYRESM and distributing it throughout the snowpack.
In their calculation, they include the latent heat of fusion
for the freezing pore water as well as the heat introduced
by the flooding lake water, but they disregard the tem-
perature of the flooded snow layer. While the flooding
lake water is likely close to the freezing point already,
the snow itself can be very cold. In addition, their
scheme does not account for the thermal expansion of
the freezing slush layer. Oveisy and Boegman (2014)
employed the same snow-ice scheme in their version of
DYRESM. None of the above studies of DYRESM and
LIMNOS evaluated the simulation of snow-ice in par-
ticular, though they did examine snow and ice evolution.
LIMNOS was found to reproduce ice-on and ice-off
dates generally within a week. Ice phenology was not
evaluated in the above studies of DYRESM, though
more recently de Stasio et al. (2016) reported mean ice-
on and ice-off biases of 5 and 9 days, respectively, in a
23-yr simulation of their version of DYRESM (though
for some years the bias was more than 3 weeks), and
Magee et al. (2016) foundmean absolute errors in ice-on
and ice-off to be 2 and 6 days, respectively, in their
104-yr simulation.
Thermodynamic lake ice models with simplified lower

boundary conditions, but which represent snow-ice
production include the High Resolution Thermody-
namic Snow and Ice (HIGHTSI) model and the Cana-
dian Lake Ice Model (CLIMo). HIGHTSI (e.g., Yang

et al. 2012; Semmler et al. 2012) includes detailed snow
and ice process physics but represents the underlying
lake [or ocean, as in Cheng et al. (2003)] by a fixed,
specified heat flux. Snow-ice can form when the lower
snowpack is flooded as above, though the procedure
only approximately conserves energy and does not in-
clude the thermal expansion of freezing slush (Cheng
et al. 2003). Neither study compares phenology with
observations in any detail, but Yang et al. (2012) suggest
that the ice-off date was ‘‘close to the observation’’ in a
1-yr case study (apparently within a day or two). They do
note, however, that both the simulated maximum ice
thickness and ice-off date were sensitive to the specified
water-to-ice heat flux required by the model in the ab-
sence of an underlying lake model. Snow-ice was simu-
lated, and observed, to be at most a few centimeters in
their study—unfortunately, not a very robust test for
their scheme. Semmler et al. (2012) did not have any
snow-ice observations for direct comparison in their 1-yr
simulation, but they did find a significant improvement
in total ice thickness when their snow-ice scheme was
turned on.
CLIMo (Duguay et al. 2003; Ménard et al. 2002) also

includes physical processes for snow and ice, but it rep-
resents the underlying lake with a simple isothermal
mixed layer. When ice is absent, this model simulates an
evolving lake temperature based on the surface energy
balance, but in the presence of ice the mixed layer is fixed
at the freezing point. This approach does not represent
thermal stratification beneath the ice cover, nor the ra-
diative warming and mixing of near-surface water in the
spring before ice-off (e.g., Keitzl et al. 2016; Mironov
et al. 2002). Patterson and Hamblin (1988) argue that
under-ice convective mixing bringing relatively warm
water up to the bottom ice surface is in fact the most
important mechanism leading to ice-off. Snow-ice pro-
duction in CLIMo is as in Flato and Brown (1996). Biases
in ice phenology are generally reported to be from a few
days to a week, but both ice-off date and ice thickness are
sensitive to the specified snow cover scenario used
(Duguay et al. 2003; Kheyrollah Pour et al. 2012). Thus,
the lack of under-ice springtime convective mixing in
HIGHTSI and CLIMo, as far as ice-off is concerned,
could be compensated for by adjusting the water-to-ice
heat flux or removing snow cover, respectively.
Recently, the snow cover physics package of the Ca-

nadian Land Surface Scheme (CLASS), the land surface
component of the Second Generation Canadian Earth
System Model (CanESM2), has undergone extensive
validation (Verseghy et al. 2017). In this study, these
routines, as well as a new scheme for snow-ice pro-
duction, have been added to the Canadian Small Lake
Model (CSLM; MacKay 2012), and two wintertime
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simulations of a small boreal lake at the Experimental
Lakes Area (ELA) of northwestern Ontario, Canada,
are examined. Carefully constructed meteorological
forcing and evaluation data along with sensitivity ex-
periments help elucidate important physical processes
and demonstrate themodel’s suitability for fully coupled
climate and environmental prediction applications. In
section 2 enhancements to the model and details of the
forcing and evaluation data are described, section 3
presents results for twowintertime simulations, section 4
discusses some sensitivity experiments with the model,
and a general discussion ensues in section 5, with con-
clusions presented in section 6.

2. Method

a. Model description

Version 1 of the CSLM is fully described in MacKay
(2012), where the focus was largely on summertime
processes, especially mixed layer deepening. Here we
briefly reiterate the relevant mixed layer dynamics, de-
scribe in more detail the formation of ice, and introduce
new schemes for snow cover and snow-ice production.

1) EQUATION OF STATE AND THE MIXED LAYER

MODEL

The equation of state follows Farmer and Carmack
(1981), except that we neglect pressure and salinity ef-
fects. Thus,

r5 r0(12bT̂2) and

T̂5T2T
M
,

where r is the density, T is the temperature, TM is the
temperature of maximum density, r0 is the maximum
density of pure water at atmospheric pressure, and b is
a constant. Thus, T̂ is the departure from the temperature
of maximum density and can be positive or negative for
liquid water. As in Farmer and Carmack (1981), we
choose r05 999.975kgm23, b5 8.25453 10268C22, and
TM 5 3.9838C. Incorporating (weak) salinity would es-
sentially change the values of r0 and TM, and including
the effects of pressure would add a term linear in T̂ to the
density equation.However, themost important feature in
this equation of state for our purposes is the quadratic
dependence on T that allows for the lake to restratify
prior to ice-on once the lake has cooled below TM. Free
convection (gravitational instability) occurs whenever
dense water overlies lighter water in adjacent layers.
Under these conditions, layers are successively mixed
until a stable density profile ensues. This process occurs
throughout the cooling phase of the lake, including when

near-surface water that has cooled below TM is subject to
shortwave radiation. This is of particular interest during
spring under largely snow-free ice cover conditions.
While there will always be a thin, stable conductive layer
immediately below the ice, shortwave radiation will tend
to destabilize the column beneath this (e.g., Jonas et al.
2003). Note that processes such as entrainment into the
conductive layer from the convective layer below, as well
as meltwater inflow, are neglected in this simplified
treatment, even though they may influence the heat
budget of the ice cover. The inclusion of such processes,
as well as the benefits of increased resolution beneath the
ice, await future model development.
The mixed layer model is more or less conventional

(MacKay 2012, and references therein). Turbulent ki-
netic energy (TKE) in the mixed layer evolves based
on a number of sources and sinks, the most important of
which for our purposes is the mechanical energy flux Fq,
due to buoyancy production and wind-driven stirring:

F
q
5

1

2
(w3

*1 c3nu
3
*) .

Here u* is the surface friction velocity, cn is a constant,
and w* is the convective velocity scale. The convective
velocity scale, first proposed by Deardorff (1970), is
determined from w3

*5Bh, where h is the mixed layer
depth and B is the buoyancy flux:

B5
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c
w
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where g is the acceleration due to gravity, cw is the specific
heat capacity of water, a is the thermal expansivity
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andH* is the ‘‘effective’’ surface heat flux (Rayner 1980)
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This latter expression accounts for both surface fluxes
(net longwave L*, net shortwave Q*, turbulent sensible
heat HS, and turbulent latent heat HE), as well as short-
wave radiationQ (a function of depth z) integrated over
the mixed layer. Complete details can be found in
MacKay (2012). Given our equation of state, the thermal
expansivity is very small near the temperature of maxi-
mum density, so that buoyancy production nearly van-
ishes and mixed layer deepening is dominated by surface
stirring. Close to (and following) ice-on, the buoyancy
flux changes sign (i.e., becomes a sink of TKE) but is
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generally small at this time. Following ice-on, the surface
wind stress vanishes and the mixed layer depth is at a
minimum. Mixed layer deepening due to the production
of TKE in this way is here called forced convection to
distinguish it from free convection arising from gravita-
tional instability. The combination of forced and free
convection largely determines the thermal structure of
lakes near the time of ice-on and ice-off (Farmer and
Carmack 1981).

2) SNOW AND ICE COVER

Themodel employs a simple staggered finite difference
grid of fixed vertical resolution (0.5m), apart from a
thinner surface skin layer (0.05m), which was included in
order to facilitate faster interaction with the overlying
atmosphere (MacKay 2012). Each layer is made up of
liquidwater, ice, or a combination of both, and its thermal
properties—in particular, thermal conductivity and heat
capacity—are linear combinations of those of water and
ice as appropriate. The calculation of light availability at
depth accounts for different extinction coefficients for
water and ice, as well as the optical properties of snow
cover if present (see below).
Ice forms in a model layer when the energy balance of

the layer is sufficiently negative to cool it beyond 08C,
provided some liquid water still exists in the layer. If this
is the case, the remaining liquid is brought to 08C and any
excess energy deficit is used to freeze some (or all) of it. If
the energy balance of the layer is sufficiently positive and
ice exists in the layer, then some energy is used to raise
the temperature of the ice to 08C (if necessary) and any
remaining energy used formelting. In general, energy flux
convergence in a layer is the result of thermal conduction
and solar radiation extinction only. At the surface, of
course, the energy balance includes turbulent heat and
radiative exchange with the atmosphere (MacKay 2012),
as well as the heat flux due to precipitation and thermal
conduction from snow cover.
Fractional ice cover is a well-known feature of larger

lakes subject to sufficient wind stress, which can mechan-
ically break ice to produce pressure ridges and openwater
leads. The presence of some open water will alter tur-
bulent and radiative flux exchange with the atmosphere,
as well as light availability at depth due to differences in
roughness, albedo, and light extinction between water
and ice. Lepparanta and Wang (2008) present a scaling
argument that suggests lake ice is stable to mechanical
break up when

Hice/L. 1025 ,

where Hice is the ice thickness and L is the maximum
fetch. Since the CSLMdoes not represent lake shape, we

take L as the square root of the surface area, and for the
54-ha lake in this study, the limiting ice thicknessHlim5
0.7 cm. Thus, the period of fractional ice cover for this
lake is likely very short, but this will be a considerably
more important process for larger lakes (note that
fractional snow cover is an important process for lakes of
any size). When simulated ice thickness is less thanHlim,
the fractional ice cover varies linearly as

F
ice

5H
ice
/H

lim
.

If precipitation forcing data are available (i.e., either from
an atmospheric model or observations), then snow cover
can accumulate on the lake ice in themodel. If the type of
precipitation is unknown, then the model can partition
the total precipitation into snowfall and rainfall based on
near-surface air temperature in a number of different
ways: here we simply assign the precipitation as entirely
rainfall or entirely snowfall depending on whether the
near-surface air temperature is above or below 08C.
The snowpack physics module fromCLASS (Verseghy

2016) has been added to the CSLM. The snowpack is
simulated as a layer thermally separate from the un-
derlying ice. The skin temperature of the snow is evalu-
ated on the basis of the bulk snow temperature and the
solution of the surface energy balance. The albedo of the
snowpack decreases exponentially with time until re-
freshed by snowfall. The density of the snowpack in-
creases exponentially with time (moderated by the
addition of fresh snow) to a maximum value dependent
on the snow depth and temperature. The fresh snow
density is a function of the air temperature. The snow
thermal conductivity depends on the snowpack density.
Melting occurs when the skin temperature or the bulk
snow temperature is projected to exceed 08C, at which
point the excess heat is used to melt part or all of the
snowpack. Meltwater or rainfall percolates into the
snowpack and refreezes until the pack is fully ripened to
08C; subsequent fluxes of water become runoff. The snow
cover is assumed to be complete until the snowdepth falls
below 0.10m, after which it becomes patchy (the depth is
held constant at 0.10m and the snow cover is recalculated
on the basis of conservation of mass). These processes,
along with references, are summarized in Table 1.
A new snow-ice production scheme that conserves

both mass and energy is now included in the model and
is completely described in the appendix. In this
scheme, a layer of snow is flooded by lake water when
the underlying ice cannot support the weight of the
snow, and this layer is assumed to freeze immediately
and completely. In reality, neither is necessarily true:
freezing may be delayed and slush layers have been
observed even in midwinter. Later versions of the model

2146 JOURNAL OF HYDROMETEOROLOGY VOLUME 18



will include an optional slush layer. It is worth noting that
for the lake examined in this study, between 1980 and
2011 therewere 54 surveys thatmeasured snow, slush, and
ice thickness, and of these only 18 (33%) indicated a
nonzero amount of slush with amedian value of only 6 cm
(compared with 42 cm total ice). Latent heat from the
freezing of the pore water is first used to warm the snow
crystals in the slush layer to 08C, with the remainder going
into the overlying snowpack. The flood water is already at
08C since it originates just below the ice. If the tempera-
ture of the snowpack is driven above the freezing point,
then a portion ismelted so that the snowpack temperature
is restored to 08C. Note that the snow-ice layer that forms
is thicker than the snow layer that is consumed because of
the thermal expansion of the freezing pore water, and this
is accounted for in the scheme. In reality, the density of
the snow-ice layer can be less than the density of conge-
lation ice because of the presence of air bubbles—this
process is currently not captured in this scheme. Both the
snow-ice and congelation ice are assumed to be free of air
bubbles. In addition, the transmissivity of the snow-ice is
assumed to be the same as that for congelation ice for
now—apotentially significant simplification that will need
to be revisited in the future. Thus, the main impact of the
snow-ice process is to remove snow from the overlying
snowpack, add ice thickness, and warm the snow. The
impact of changes in light penetration due to the presence
of both unfrozen slush and snow-ice with different optical
properties awaits future model developments. Neverthe-
less, the impact of this scheme on the mass and energy
balance of the simulated snow and ice layers is dramatic,
as will be shown below.

b. Experimental Lakes Area

The International Institute for Sustainable De-
velopment’s ELA is a region of 58 lakes on the Boreal
Shield of northwestern Ontario. Lake 239 (49839.80N,

93843.40W) is a 54-ha oligotrophic headwater lake at the
ELA with a maximum depth of 31m, a mean depth of
11m, and shortwave extinction typically around 0.9m21.
Environment and Climate Change Canada has in-
strumented this lake in support of its numerical model-
ing research program since 2007. Lake bathymetry and
instrumentation currently in use are indicated in Fig. 1.

1) IN SITU METEOROLOGICAL AND

LIMNOLOGICAL DATA

Incoming and outgoing shortwave (SW) radiation,
and incoming longwave (LW) radiation were measured
at 10-min intervals from a raft deployed about 100m
from the southern shore of Lake 239 (Fig. 1). SW is
measured using upward- and downward-facing Eppley
Precision Spectral Pyranometers (PSPs), and incoming
LW is measured with an upward-facing Eppley Pre-
cision Infrared Radiometer (PIR). Standard meteorol-
ogy was observed from a short tower deployed near a
small island near the eastern side of the lake (Fig. 1).
Temperature and humidity (Campbell HMP45C), wind
speed (RM Young), and barometric pressure (RM
Young) were observed every 10min at approximately
2m above lake surface. These data along with the in-
coming LWand SWwere used to drive themodel, which
also used a time step of 10min. Temperature data were
collected at hourly intervals using a string of HOBO
Pendant temperature loggers (0.58 accuracy at 258C),
since October 2013. This string was deployed near the
point of maximum depth of the lake, with sensors at 1, 2,
3, 4, 5, 6, 8, 10, and 28m depth. Along with these data,
snow and ice survey data routinely collected at ELA are
also used in the evaluation of the CSLM below.

2) PRECIPITATION FORCING DATA

Accurate precipitation forcing is essential to properly
simulate snow and ice processes but can be plagued with

TABLE 1. Equations used for calculating snow properties, where zs is snow depth (m), Ta is air temperature (K), and Tf is freezing
temperature (K).

Snow property Equation Data source

Aging of snow
albedo as

as(t1 1)5 [as(t)2as,old] exp(20:01Dt/3600)1as,old, where
as,old 5 0:50 for melting snow and 0.70 otherwise

Aguado (1985), Robinson and Kukla
(1984), and Dirmhirn and Eaton (1975)

Max snow density
rs,max (kgm

23)
rs,max 5As 2 (204:70/zs)[1:02 exp(2zs/0:673)], whereAs 5 700:0
for melting snow and 450.0 otherwise

Tabler et al. (1990)

Aging of snow
density rs (kgm

23)
rs(t1 1)5 [rs(t)2 rs,max] exp(20:01Dt/3600)1 rs,max Longley (1960) and Gold (1958)

Density of fresh
snow rs,i (kgm

23)
rs,i 5 67:921 51:25 exp[(Ta 2Tf )/2:59] for Ta ,Tf and
rs,i 5 119:171 20:0(Ta 2Tf ) for Ta $Tf

Hedstrom and Pomeroy (1998) and
Pomeroy and Gray (1995)

Thermal conductiv-
ity ls (Wm21 K21)

ls 5 3:2333 1026r2s 2 1:013 1023rs 1 0:138 for rs $ 156:0 and
ls 5 0:2343 1023rs 1 0:023 for rs , 156:0

Sturm et al. (1997)

Transmissivity ts ts 5 exp(225:0zs) Grenfell and Maykut (1977) and Thomas
(1963)
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difficulties, for example, related to the underestimation
of solid precipitation in windy environments. An al-
ternative to relying solely on precipitation gauge data is
to use a precipitation analysis product, and here we
employ the Regional Deterministic Precipitation
Analysis (RDPA) from Environment and Climate
Change Canada (http://collaboration.cmc.ec.gc.ca/cmc/
cmoi/product_guide/submenus/capa_e.html). This North
American configuration of the Canadian Precipitation
Analysis (CaPA) combines gauge andweather radar data
with a short-term forecast from the numerical weather
prediction Global Environmental Multiscale model
(GEM) in its regional configuration using optimal in-
terpolation and provides a best estimate of precipitation
amounts on a 10-km grid every 6h. Fortin et al. (2015a)
successfully used CaPA–RDPA to simulate snow depth
at a windy location in the forest–tundra ecotone.
In the vicinity of the ELA (within 100 km), there are

only four operational stations reporting between 2013
and 2015: the Rawson lake reference climate station, the
Kenora airport, the Kenora reference climate station,
and the Dryden regional airport station. Precipitation

reports from these stations are combined with data from
theDryden weather radar and short-term forecasts from
the GEM. For each 10-km grid cell of the analysis and
each 6-h time step, the final estimate depends not only
on the reports from the stations, the estimate from the
radar, and the GEM forecast, but also on the distance of
the grid cell to the stations, the gauge type, the wind
shield used at the gauge, the precipitation type, and the
weather radar and the weather forecast skill. The quality
control algorithm and the optimal interpolation algo-
rithm are documented in Lespinas et al. (2015) and
Fortin et al. (2015b).

3. Results

a. Ice-on

The simulation for 2013–14 began on 16 July, but our
analysis begins in the weeks leading up to ice-on. Ice-on
wasmanually observed to occur on 22November [day of
year (DOY) 326], with the model first producing ice
3 days earlier on 19 November (Fig. 2a). The ice begins

FIG. 1. Bathymetry of Lake 239 and instrumentation used in this study, with approximate locations on the map
indicated.
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accumulating a low-density snow cover on 21 Novem-
ber, but significant snow-ice production does not occur
until later in the winter (see below); ice growth at this
stage is entirely through congelation. Ice-on can be seen
clearly from the large jump in observed outgoing SW
radiation that occurred on 22November, consistent with
the manually determined ice-on date (Fig. 2b, red
curve). In addition, it is evident that the model’s open
water albedo, as well as surface albedo (a weighted av-
erage of snow and bare ice albedo based on fractional
snow cover) after observed ice-on both agree well with
the observations.
Both the simulated and observed near-surface tem-

peratures are well mixed prior to ice-on, though the
simulation does show a cold bias, generally less than 18C
(Fig. 2c). After ice-on this bias is very small, and both the
simulation and observations indicate the initiation of
winter stratification. Based on the observed meteoro-
logical conditions, both the simulated (DOY 323) and
observed (DOY 326) ice-on dates correspond with rel-
atively calm winds and cold air temperatures, conditions
amenable to the production of congelation ice (Fig. 3).
Based on Fig. 3, it is possible that ice really did form on
19 November as the model suggests, but then melted the

next day when air temperatures rose above freezing. No
melt, however, was simulated.
The 2014–15 simulation began 29 October (DOY

302), after overturn had already taken place but more
than two weeks before ice-on. Figure 4 compares sim-
ulated temperature profiles with observations for both
simulations near the time of ice-on. In both cases the
model simulates cooling of the fully mixed lake well.
Both simulations show that the lake is usually fully
mixed in the weeks prior to ice-on, and this is borne out
in the observations.Mixing is achieved by a combination
of forced convection (indicated by the depth of the
mixed layer in Fig. 4) and free convection (indicated by
the dotted regions in Fig. 4). Forced convection is nearly
entirely generated through wind stress: buoyancy pro-
duction is virtually absent given that temperatures are
close to the temperature of maximum density (not
shown). There are some differences, however. In the
days preceding ice-on in 2013, but after cooling below
the temperature of maximum density, both forced
and free convection are weaker and the simulated lake
restratifies—a feature not evident in the observations
(Figs. 4b,c, near DOY 320). A wind mixing event occurs
the day before simulated ice-on, but this is insufficient to

FIG. 2. Lake 239 ice-on for 2013: (a) simulated ice thickness (black), mean snow depth (green),
and cumulative snow-ice (red); (b) observed incoming (blue) and outgoing (red) SW radiation
and simulated outgoing SW radiation (green); (c) simulated skin (black), 0.5-m (green dash), 1-m
(blue dash), and 2-m (red dash) temperature and observed 1-m (blue solid) and 2-m (red solid)
temperature. The vertical dotted blue line represents manually observed ice-on.

AUGUST 2017 MACKAY ET AL . 2149



mix the lake to the bottom, and once ice forms the
lake remains stratified. Note that while forced con-
vection ceases with the appearance of ice cover,
Fig. 4 shows that free convection continues for sev-
eral days while the ice and snow cover are sufficiently
thin to allow the passage of SW radiation. In the case
of 2013, however, this was insufficient to mix the lake
to the bottom.

The ice-on process for 2014 is illustrated in Fig. 5
and appears rather less straightforward than the pre-
vious year. Ice-on was manually observed to have
occurred on 21 November (DOY 325), but there is
little signal of this in the observed outgoing SW radi-
ation (Fig. 5b, red). The radiation data suggest that ice
existed on and after 24 November (DOY 328), and
perhaps during 16–17 November (DOY 320–321),

FIG. 3. Lake 239 meteorological forcing for the 2013 ice-on period: (a) 2-m wind speed, (b) 2-m
air temperature, and (c) mean 6-hourly precipitation rate (rain, red; snow, blue).

FIG. 4. The ice-on period from 30Oct to 16Dec (left) 2013 and (right) 2014. (a),(d) Simulated ice thickness (blue)
and ice plus snow thickness (black); (b),(e) simulated temperature profiles (contoured), simulated mixed layer
depth (solid black), and extent of free convection (black dots); and (c),(f) observed temperature profiles. Thin
vertical lines in (c) and (f) delineate periods of possible ice-on as described in text.
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disappearing again by 18 November. In addition, the
observed 1-m (and to some extent 2m) temperatures
show a reduction in variability, consistent with the for-
mation of an ice cover, after about 22 November (DOY
326) and during 16–17 November (Fig. 5c). The model
first simulates ice on 14 November (DOY 318), 2 days
before the first observed signs of ice but up to 10 days
before the likely final ice-on. Once again, both the simu-
lated and observed 1- and 2-m temperatures show the ini-
tiation of winter stratification, but because the model

produced ice too early, thus severely limiting the lake’s
ability to cool, the simulated temperatures are biased warm.
The radiation data suggest that 16–24 November

(DOY 320–328) may be associated with ephemeral ice
cover with periods of both production and melting.
Meteorological data show that 16–21 November was
cold, windy, and snowy, which likely would have pro-
duced very complicated surface conditions including
frazil ice, a process not currently represented in the
model (Fig. 6). The manually observed ice-on date

FIG. 5. As in Fig. 2, but for 2014. Thin vertical lines delineate periods of possible ice-on as
described in text.

FIG. 6. As in Fig. 3, but for the 2014 ice-on period.
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(DOY 325) is clearly associated with very cold, calm
conditions, but for the next 2 days temperatures warmed
to near 08C and any ice cover may have melted. Tem-
peratures finally dropped again on 24 November, and
the large increase in observed outgoing SW (Fig. 5b)
suggests that this is the actual (final) ice-on date, as air
temperatures did not approach freezing again for sev-
eral weeks (not shown). Themodel produced ice cover a
full 10 days before this, again during a period of cold,
calm atmospheric conditions (Fig. 6), and failed to
capture the intervening melt period. In fact, the ob-
served 1- and 2-m water temperatures do show a sudden
drop at this time (Fig. 5c), but they recover and
continue a more gradual decline while the modeled lake
surface cools rapidly to produce ice.

b. Ice growth and snow cover

Ice thickness, cumulative snow-ice, and mean snow-
pack thickness throughout the winter growth period

are shown in Fig. 7 for both simulations. Snow and ice
thickness measurements were not available for 2013–14,
but minimum, maximum, and mean January and March
ice thickness observations for 2007–12 are indicated as
box plots in the figure to give a sense of recent clima-
tology (total ice, blue; snow-ice, red). For both the
2013–14 and 2014–15 simulations, simulated ice thick-
ness is slightly less than this climatology in January but
within the range for March. For 2014–15 more detailed
measurements were available, and it can be seen that the
simulated ice thickness is about 25% too thin between
early January andmid-March. On 31 January 2015, total
ice thickness, snow-ice thickness, and snow depth were
all measured at 30 different locations across the lake.
The range of these measurements is indicated by the
length of the vertical line through the plotted symbol,
indicating a certain level of spatial variability in these
parameters, even for a relatively small lake. By 31 January
the simulated mean snow depth is within the range of

FIG. 7. Ice and mean snow thickness for (a) 2013–14 and (b) 2014–15: simulated mean snow
depth (green), simulated cumulative snow-ice (red), and simulated total ice (black). No ob-
servations were made during 2013–14. ELA routine January and March surveys for 2015 are
indicated by plus signs. Enhanced observations of ice thickness and snow depth were made on
31 Jan 2015 (asterisks with vertical lines indicating range). Min, max, and mean total ice (blue)
and snow-ice (red) observations for 2007–12 (January and March) are indicated by boxes in
(a) and (b).
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measurements taken across the lake, and the simulated
snow-ice is a few centimeters above the observed range
(Fig. 7b). The total ice thickness, however, is clearly
biased low. Snow-ice production begins about a week to
10 days after ice-on and continues until early March in
both simulations. Snow-ice production is above or on
the high side of climatology in the simulations, even
though total ice is too thin. Note that the model pro-
duces snow-ice whenever the snow cover exceeds the
carrying capacity of the ice. With the exception of melt,
this is the only snowpack ablation process simulated, so
that the snow water equivalent (SWE) is maintained at
the critical threshold during the growth season (apart
from rain or melt episodes). Observations on 31 January
2015 suggest that the observed snow cover is probably
less than this threshold, suggesting that some snowpack
ablation process not included in the model—for exam-
ple, wind scouring—has taken place.

c. Snowmelt, ablation, and ice-off

Ice-off in 2014 was manually observed on 18 May
(DOY 138) and simulated to occur about 5 days earlier
(Fig. 8). Thus, the simulated ice cover duration for
2013–14 was 175 days, about 2 days shorter than
observed. Outgoing SW radiation during ice-off would
be expected to be complicated due to the presence of
melt ponds, candle ice, etc., but the PSP data do not
indicate any inconsistency with the manually observed
date (not shown). Snow has largely disappeared by
20 April (DOY 110), after which ice melt begins in
earnest (Fig. 8a). This is associated with lake warming
below a depth of about 1m, evident in both the sim-
ulation and the observations (Figs. 9b,c). In the
model, mixing due to gravitational instability is active
from 20 April until a few days after ice-off (Fig. 9b),

though the model indicates a weak, deepening ther-
mocline while the observations do not. This mixing is
clearly the result of SW radiation penetrating the ice
following the elimination of snow cover and demon-
strates how even a thin snow cover can affect lake
thermal structure and mixing.
Manually observed ice-off in 2015 was on 27 April

(DOY 117), and simulated ice-off was 6 days later
(Fig. 10). Simulated ice cover duration was thus
170 days, 16 days longer than observed (based on a final
ice-on date of 24 November). Ice melt does begin
around 11 April (DOY 101) with the disappearance of
the snowpack, but this is arrested for a few days with a
fresh snowfall around 21 April (DOY 111). Meteoro-
logical data show that a 3-day precipitation event began
on 19 April (DOY 109) that brought 8mm of rain and
7mm of snow (i.e., SWE) to the lake surface, during a
period when air temperatures hovered close to 08C
(Fig. 11). Recall that the model assigns precipitation to
snowfall for temperatures below freezing and rainfall for
temperatures above, and assigning snowfall when rain
actually occurred could have a negative impact on ice-
off. Uncertainties in precipitation forcing and their im-
pact on ice cover are discussed below.
However, examination of Fig. 9 indicates that prob-

lems with the simulation of ice-off may have originated
well before 21 April. Comparison of Figs. 9b and 9c with
Figs. 9e and 9f shows that the weeks leading up to ice-off
were very different in 2015. Convective overturning in
the model initially occurs in a deeper layer (roughly
5–9m) in 2015 compared to 2014. Even though this
convection started earlier, it was evidently not strong
enough to overcome stability in the near-surface waters
(i.e., around 1–4m depth), which do show evidence of
warming after the loss of snow cover around 2 April

FIG. 8. As in Figs. 2a and 2c, but for ice-off in 2014.
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(DOY 92), but no mixing. The observations, however,
show that temperature is well mixed, suggesting that
convective mixing is likely occurring by this time
(Fig. 9f). A key difference between this period and the
corresponding mixing period from 2014 is that the
mixing has occurred close to 48C, and following this
(beginning around DOY 99) the water begins to re-
stratify near the surface because of the absorption of SW
radiation that now acts to stabilize the column—all un-
der the ice many days before ice-off. The simulation at

this time, however, now shows extensive mixing. In
addition, a clear diurnal cycle is evident in observed
temperatures above about 3m depth that is absent in the
simulation. The simulation does indicate restratification
under the ice, but about 10 days late. Note that even
during these restratification periods, as long as there is
ice cover there must also coexist convective mixing be-
tween the top of the restratifying layer and the thin,
stable layer beneath the ice (e.g., Kirillin and Terzhevik
2011), and this is also evident in Fig. 9e.

FIG. 10. As in Fig. 8, but for 2015.

FIG. 9. As in Fig. 4, but for ice-off.
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4. Sensitivity analysis

a. Snow-ice production and wind scouring

The importance of snow cover to ice phenology and
thickness is well known and cannot be overstated. In
regions with sufficient snowfall, the production of snow-
ice affects ice thickness in two ways: directly through the
flooding and freezing of a snow layer and indirectly
through the removal of snow cover. In regions with
sufficient snowfall that are sufficiently exposed (i.e.,
unsheltered by vegetation or topography), wind scour-
ing of snow cover may also be an important mechanism
for removing snow cover and thus affecting ice phenol-
ogy and thickness. For example, in a detailed study of
Alaskan lakes, Sturm and Liston (2003) found that snow
properties (including SWE) were quite different over
lakes compared with nearby tundra, and they attributed
many of these differences to the influence of wind. The
importance of wind scouring (and other wind effects) for
lake ice in a forested boreal region such as the ELA is
perhaps less obvious but cannot be ruled out without
further study. As noted above, observations in Fig. 7b
hint at the possibility of at least some midwinter snow-
pack ablation.
To explore this issue further, we repeat the 2014–15

simulation in a series of sensitivity experiments. In
Fig. 12a we show our standard simulation of total ice,
snow, and cumulative snow-ice for the entire winter
season. As we have noted, the ice thickness evolves in a
reasonable way but is generally about 25% too thin
compared with observations. Compared with the

detailed observations on 31 January, we see that snow
depth is simulated well and cumulative snow-ice is
slightly high. Ice-off is late by 6 days (ice-on is not af-
fected by snow processes in this model).When the snow-
ice production process is turned off, we find that a very
deep snowpack develops over the ice, leading to a much
thinner ice cover (Fig. 12b). As it turns out, the ice-off
date is actually improved, so if one were evaluating the
quality of the simulation based only on this observation,
one would be misled into thinking the simulation was
quite goodwhen clearly the snow and ice simulations are
substantially degraded.
In the absence of a snow-ice production mechanism,

the simulated snow cover is simply too deep for a re-
alistic ice cover to develop. However, one can improve
the situation by simply ‘‘scouring’’ sufficient snow. For
example, removing 62.5% of snowfall (i.e., assuming it
blows off the lake as soon as it has fallen) leads to the
simulation shown in Fig. 12c. In this case, while the ice-
off date has not improved compared with the standard
simulation, the ice thickness has. However, we dis-
courage such ‘‘tuning’’ of processes that are so poorly
understood in order to improve individual results, es-
pecially for models intended for global application, and
suggest that our standard simulation represents the best
compromise.

b. Meteorological forcing uncertainty

While process uncertainty is certainly a source of er-
ror in any numerical model, even a perfect lake model
may produce poor results when forced with poor-quality

FIG. 11. Meteorology, ice, and snow cover during ablation and ice-off in 2015: (a) incoming
SW radiation, (b) 2-m air temperature, (c) mean 6-hourly precipitation rate (rain, red; snow,
blue), and (d) ice thickness (black) and mean snow depth (blue).
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meteorological data. Errors can exist in all seven me-
teorological forcing fields required by any comprehen-
sive surface model (lake or land): precipitation,
incoming SW and LW radiation, wind speed, tempera-
ture, humidity, and pressure. Of particular relevance to
this study is the quality of precipitation forcing data,
given the importance of snow cover to the simulation of
ice. While summer rainfall observations are relatively
straightforward, wintertime precipitation measure-
ments are notoriously difficult and, especially with the
advent of more and more unmanned weather stations,
not infrequently absent altogether. It is obviously not
possible to simulate ice cover in a region such as the
ELA without snowfall measurements: Fig. 12d shows a
simulation for 2014–15 that includes no precipitation
forcing. In this case more than 1.2m of congelation ice
grows, and ice-off is late by more than 3 weeks. Even
when precipitation amount is carefully measured, un-
certainties in precipitation type for any given event

remain. Consider the 15-mm mixed rain–snow event
that occurred on 19 April (DOY 109; Fig. 11). Changing
this single event to entirely rainfall improves the ice-off
date by 1 day (not shown). Changing all of the pre-
cipitation that fell after 2 April to rain improves the ice-
off date by an additional day (not shown).

5. Discussion

It is well known that the presence and nature of snow
cover has a dramatic impact on lake ice. In our simula-
tion of 2014–15 without precipitation forcing, the ice
grew through congelation about twice as thick as ob-
servations indicated, with a concomitant error in ice-off
of several weeks. Even changing the phase of pre-
cipitation during one or two springtime events had a
measureable impact on ice-off date. It is clear that the
quality of precipitation forcing—whether observed or
modeled—is important for wintertime lake modeling.

FIG. 12. Simulation sensitivity experiments for 2014–15: (a) standard simulation, (b) snow-ice
process turned off, (c) snow-ice turned off with 62.5% snowfall removal due to wind scouring,
and (d) no precipitation. Curves and plot symbols as defined in Fig. 7.
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Once snow has fallen, its evolution is also important. In
our simulation of 2014–15 with precipitation but without
snow-ice production, we found a very thin layer of ice
covered with a very deep layer of snow. We could tune
this simulation: by removing 62.5% of the snowfall—
ostensibly through wind redistribution of the freshly
fallen snow—we could improve our ice thickness simu-
lation (though in this case not the ice-off date). In fact,
blowing snow redistribution from open areas is an active
area of research (e.g., Sturm 2015, section 3.6) and may
well be an important process for lakes in some cases.
However, much more research is required, we feel, be-
fore sensible parameterizations can be developed for
lake models intended for regional and/or global appli-
cation. Even our simple representation of snow-ice
production along with no wind redistribution produced
reasonable simulations, at least for this relatively shel-
tered boreal lake.
It is evident that the weeks preceding ice-off were very

different in 2014 compared with 2015. In 2014 the model
shows, and the observations suggest, that a deep layer of
convective mixing below 1m existed for 3 weeks prior to
ice-off. In 2015 convective mixing was simulated much
deeper (below 5m) than the observations initially sug-
gest (Figs. 9e,f). By the time this convective layer
reached 1m depth, the observations show that the lake
had already restratified (below the ice) with significant
diurnal heating evident—heating that must have con-
tributed to ice melt. The model also indicates re-
stratification beneath the ice eventually, but about
10 days late. It seems likely that, had deep convective
mixing occurred below 1m earlier in the simulation, the
6 day bias in ice-off would have been improved.
Because energy fluxes are so small when ice is present,

thermal conditions under ice cover are largely estab-
lished prior to and during the ice-on process (e.g.,
Farmer and Carmack 1981). Thus, errors in the ice-on
process could in fact impact ice-off many months later.
Figures 9e and 9f show that in 2015 near-surface water is
simulated too cold and is thus too stably stratified for
penetrating SW to drive convective instability. How-
ever, Fig. 5 shows that, because ice-on was simulated too
early in 2014, simulated 1- and 2-m temperatures are
actually too warm in the early days following ice-on. To
examine this further, we calculated the heat content
between 1 and 10m based on the observed and simu-
lated temperature profiles under ice cover. As expected,
the heat contents in both observations and simulations
changed very slowly but, unexpectedly, in different
senses. Between DOY 330 and DOY 65 (100 days) the
observed change in heat content was 9.68 3 106 Jm22

while that simulated was 21.59 3 107 Jm22. The simu-
lated bias of 22.56 3 107 Jm22 corresponds to an

average energy flux error of about23Wm22. A similar
calculation for 2013–14 suggests an error of about
22.5Wm22. Interestingly, this is about the same mag-
nitude as might be expected from wintertime sediment
heat flux, at least during the early part of the ice season
(e.g., Rizk et al. 2014, and references therein). The role
of sediment heat flux in the wintertime thermal structure
and ice phenology of lakes in the current modeling
context certainly warrants further study.

6. Conclusions

We have incorporated the complete snow physics
package of the Canadian Land Surface Scheme (CLASS)
and have added a new snow-ice production scheme to the
Canadian Small Lake Model (CSLM). Detailed meteo-
rological and limnological forcing and evaluation data
have been acquired and two wintertime simulations of a
small boreal lake in northwestern Ontario have been
analyzed, with particular attention paid to lake thermal
structure, snow and ice cover, and ice phenology.
Ice-on was simulated 3 days early in the 2013–14 sim-

ulation. Ice-on bias was probably larger in the 2014–15
simulation, though there is some uncertainty as to when
ice-on actually occurred. The model first produced ice
about 2 days before the first signs of ice in our SW ra-
diometer data but a full 10 days before our best guess at
final ice-on. An intervening melt period was not simu-
lated. Strong winds, cold air temperatures, and snowy
conditions must have led to complex surface conditions
during this time, and we suggest the addition of frazil ice
production in the model would be beneficial.
Total ice thickness and snow-ice thickness were close to

or within recent climatology for both years, but more
detailed observations during 2015 suggest a bias in total
ice of about 225%. An extensive late January 2015 sur-
vey indicates that while the simulated ice cover was too
thin, snow cover and snow-ice were close to observed.
Ice-off was about 5 days early in the 2013–14 simula-

tion, resulting in a total ice cover season of 175 days,
2 days shorter than observed. Ice-off in the 2014–15
simulation was 6 days later than observed. Ice cover
duration in this simulation was 170 days, up to 16 days
longer than observed. Deep convective mixing (and
subsequent restratification) under ice was about 10 days
too late in this simulation, and this likely played a role in
the delayed ice-off.
The important role of snow cover is clearly demon-

strated in our simulations. A simple snow-ice production
scheme, along with the snow physics parameterization
of CLASS and a carefully constructed precipitation
forcing dataset, have led to reasonable simulations of ice
cover in our model. Turning off snow-ice production led
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to a much degraded simulation without the ad hoc re-
moval of a large fraction (62.5%) of snowfall.
While the CSLM is well suited for detailed year-round

simulations of individual lakes, one of its primary roles
will be to serve as a component within the land surface
modules of Environment and Climate Change Canada’s
various global and regional climate and numerical
weather prediction systems. Progress toward this end is
outlined in Verseghy and MacKay (2017).
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APPENDIX

Snow-Ice Production

Theproductionof snow-ice in theCSLMis outlinedhere.
When the weight of overlying snow exceeds the carrying
capacity of the ice, crackswill form in the ice and liquid lake
water will flood a layer of snow. This occurs when

z
s1rs . z

i1(rw 2 r
i
) , (A1)

where rs, rw, and ri are the densities of snow, liquid
water, and ice, and zs1 and zi1 are the initial snow and ice
thicknesses (zs2 and zi2, below, are the final snow and ice

thicknesses, respectively). This is the situation shown in
Fig. A1a. The flooded layer has thickness
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and is made up of snow-ice crystals and liquid water (i.e.,
slush). The mass of water dMl drawn into the snow layer
depends on the pore volume of the snow
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(where we have neglected the density of air compared to
water and snow) so that
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In this scheme all of the liquid water drawn into the slush
layer is assumed to freeze. Some of the latent heat
generated when this mass freezes goes into heating the
snow in the slush layer to 08C, with the remainder going
into the overlying snow (Fig. A1b), which warms and
may also undergo some melting. The new ice layer that
forms is thicker than the depth of snow consumed, due
to the thermal expansion of the freezing liquid water in
the slush layer. From the conservation of mass,
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w
u1 r

i
(12 u)]dz

s
, (A3)

where dzi 5 zi22 zi1 is the thickness of the new ice layer
(Fig. A1c). In this version of the model, the entire pore
space is filled with water before freezing. In reality, a
fraction of the pore space is retained, and snow-ice

FIG. A1. The process of snow-ice formation in the CSLM: (a) ice cannot support the weight of overlying snow so that water floods a thin
layer of snow to form slush, (b) slush layer freezes releasing latent heat into the overlying snow layer, and (c) new snow-ice is thicker than
slush layer due to thermal expansion.
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generally contains air bubbles. This tends to reduce both
the density and transmissivity of snow-ice compared to
congelation ice.
It will prove convenient to define a slush expansion

factor a from (A3) as
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as well as an ice capacity factor h [based on (A1)] as
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The problem is now solved by assuming the final snow
cover zs2 exactly balances the carrying capacity of the
final ice thickness zi2. From (A3),
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The latent heat generated by this process is simply
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where Lf is the latent heat of fusion. The distribution of
this heat depends on the initial temperature Ts1 of the
snowpack. Some of this heat is consumed by snow
crystals in the slush layer that are warmed to
T* 5 273.15K, the temperature at which freezing is
assumed to occur. This heat is given by

Qwarm 5 r
s
c
p
(T*2T

s1)dzs ,

where rscp is the volumetric heat capacity of the snow.
The remainder of the heat warms the remaining snow-
pack, which increases in temperature by an amount
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If this drives the temperature of the snowpack above
zero, the snow temperature is restored to zero with the
remaining heat used for melting snow.
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